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Abstract -   Wireless sensor networks (WSN) consist of 

the extensive random deployment of energy-constrained 

nodes. The sensor has a different capability to sense 

and send sensed data to Base Station (BS). Sensing and 

transmitting data to the base station requires a huge 

amount of energy. In WSNs, saving energy & Extend 

the lifetime of the network are immense challenges. 

Several routing protocols have been projected to 

realize energy efficiency in the heterogeneous situation. 

In this paper, we propose a clustering algorithm for 

these kinds of locations: prioritizing the extent of lively 

sensor nodes by observing the important areas in a 

network situation. The results of our extensive study for 

this type of situation show a considerable enhancement 

in the amount of sensed actions on average by 

104.29%, 73.15%, and 50.98%, compared with those of 

Low Energy Adaptive Clustering Hierarchy (LEACH), 

Hybrid Energy-Efficient Distributed (HEED), and 

Effective Distance Cluster Head (EDCH) algorithms, in 

that categorize. 
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I. INTRODUCTION 
 

      In recent years, the development of WSN has 

increased at a speedy pace. A classic WSN involves a 

huge number of small sensor nodes. They monitor or 

sense physical characteristics such as temperature or 

pressure, process data, and communicate this data to the 

base station or sink. Usually, the network is fixed, and 

battery power is. WSN nodes are adept at bringing 

themselves together into the supportive network. These 

nodes are installed in huge numbers to monitor or track 

events, generally in areas that lack connectivity & wig 

internet infrastructure. Once set up, these nodes can 

work without human intervention. WSN can be set up 

in a structured or unstructured, or haphazard way. The 

kind of positioning depends on the WSN application 

and deployment location. Random deployment is the 

only probability in a strict atmosphere and tough-to-

reach spaces, but caution must be taken to dodge  

 

uncovered areas. In structured deployment, nodes are 

positioned at the exact place. Therefore, fewer nodes 

are essential, and their care, organization, and 

deployment of nodes become easy [1]. Energy 

efficiency is essential for this sensor network's 

effectiveness, as it is difficult to renew sensor node 

batteries or replace them. Many studies have 

recommended energy-efficient routing algorithms for 

WSNs [3], [5]. The key problem of energy consumption 

for WSNs is their communications [6]. 

Clustering is one of the greatest methods [2], [7] for 

dropping energy consumption. In a cluster Wireless 

Sensor Network, sensor nodes are gathered into a 

certain number of clusters, each comprising a cluster 

head (CH) and some non-cluster head nodes (non-CHs). 

CH gathers data from all the cluster nodes and then 

heads to other CHs or base stations (BS). In contrast, 

non-CHs nodes are answerable for detecting location 

and transferring information to the corresponding CH 

[4]. 

The equally distributed CH (cluster head) set can 

balance the energy consumption among sensor nodes 

and, lastly, lengthen the network period. In the network 

with non-uniform sensor node circulation, the 

mechanisms used to balance the energy consumption 

and prolong the network period are not in effect. The 

consistently distributed CH (cluster heads) permit the 

clusters to have uniform cluster sizes so that the energy 

utilization surrounded by cluster members or nodes can 

be well-adjusted. However, the imbalanced energy 

utilization still occurs among CH (cluster heads) due to 

the non-uniform sensor node circulation. 

In a networking atmosphere, the prominence of 

distributed sensors might not be equivalent. While 

certain sensors might be lively due to their nearness to a 

dangerous area, others might not. Thus the goal of a 

network organization might comprise prolonging the 

lifetime of active, rather than inactive, sensors. This 

paper offers Event-detection EDCH (E-EDCH) for such 

atmospheres that use the Effective Distance Cluster 

Head (EDCH) algorithm and can help raise active 

sensors' lifespans. The remains of this paper are 

prepared as follows. In Section II, related work is 

conferred. The particulars of the new location are set 

out in Section III. E-EDCH algorithm and its difficulty 
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are contained in Section IV. A calculation of the E-

EDCH algorithm is put out in Section V, whereas our 

conclusions can be found in Section VI. 

 

II. RELATED WORKS 
 

Low Energy Adaptive Clustering Hierarchy 

(LEACH) rules are TDMA-based MAC protocols. The 

main goal of this protocol is to increase the lifetime of 

wireless sensor networks by lowering the energy 

consumption necessary to construct and keep Cluster 

Heads. The LEACH protocol process involves several 

rounds with two phases in each [8] [9]: Set-up Phase 

and the Steady Phase. 

In the Setup phase, the main objective is to make a 

cluster and select the cluster head for each cluster by 

selecting the sensor node with extreme energy. The 

steady Phase, which is relatively lengthier in time than 

the set-up, deals mostly with collecting data at the 

cluster heads and transmitting collected data to the Base 

station. 

HEED [10] is a protocol that periodically chooses 

cluster heads, rendering a hybrid of the node remaining 

energy and a second parameter over constant time 

repetitions. It practices the primary parameter, i.e., 

residual energy, to choose the first set of cluster heads. 

Unlike preceding protocols which need knowledge of 

the network density or homogeneousness of node 

dispersion in the field, HEED does not make any 

assumptions about the network, such as thickness and 

size. Each node runs HEED separately. At the end of 

the development, each node either grows into a cluster 

head or a child of a cluster head. Below are some vital 

features of HEED:  

HEED is hybrid, and clustering is based on two 

constraints: residual energy of a node is the first 

constraint in selecting a cluster head and the proximity 

or node degree.  

HEED is scattered: each node runs the heed 

algorithm independently.  

HEED is energy-efficient: the algorithm selects 

cluster heads that are rich in residual energy, and re-

clustering results in allocating energy consumption 

EDCH [20] is an additional clustering algorithm that 

attempts to distribute CHs through the network 

consistently. EDCH, parallel to HEED, benefits the 

uniform circulation of CHs in the network. The EDCH 

algorithm meaningfully optimizes network energy 

consumption; and subsequently increases lifecycle by 

up to 251.05% and 150.40% related to LEACH and 

HEED, respectively [20]. Furthermore, EDCH 

outperforms HEED in time and message complexities; 

and has a logical model which offers a believable 

mathematical basis for this algorithm [11].  

None of these algorithms deliberated the diverse 

gravities of sensor roles in the network to the greatest of 

our knowledge. Thus, this specific application of WSNs 

lacks a completely distributed algorithm. 

 

III. LOCATION 
 

   We aim to develop a fully distributed clustering 

algorithm to advance system stability and energy saving 

in a moveable location. The system stability will be 

enriched if the selection criteria of CH are well defined. 

For example, network stability could be advanced if the 

higher residual energy sensor is privileged. The energy 

could be saved if the sensor nearest to BS prefers green. 

Thus the lifetime of a network is extended. Our 

clustering algorithm must achieve these points without 

criticizing the network connectivity that certifies the 

area coverage. 

In this specific application of WSNs, the intention of 

our network design might purely lie in extending the 

lifespan of active sensor nodes. Doing the same with 

inactive sensors is not important. To the highest of our 

knowledge, no proposed algorithm has been for the 

above scenario. In earlier algorithms, such as [12], [13], 

[14], and [15], active nodes might use all their power 

before non-active ones because of their high activity 

rates. Time being, in a number of others, such as [16], 

[17], [18], [19], the lifespan of both active and inactive 

sensors might be virtually equal: because they consider 

sensors' residual energy and ignore their importance. 

This study introduces a new algorithm to extend the 

lifespan of active sensors and thus increase the 

observing time of critical regions in a network area. 

In our proposed algorithm, extending the lifetime of the 

inactive sensors is not a priority; they could even be 

surrendered to enlarge active ones. 

 

 
 

Fig. 1 The example of a network region with active and inactive 

sensor nodes. Active nodes are shown by green squares, while 

black circles show inactive sensors. 
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Fig 1 shows an example of this specific network region. 

The green line demonstrates a popular path repeatedly 

used by the animals in this location. The green squares 

are active sensors due to their close affiliation to this 

critical region; the black circles are inactive sensors due 

to their distance from the tiger animal paths. 

 

 
 

Fig. 2  The example of a network region including active and 

inactive sensor nodes. All inactive nodes have died while all active 

sensor nodes are alive. 

 

 

 In the above-styled scenario, the ideal pattern of dying 

may be related to those in Fig. 2. The inactive sensors 

in Fig. 2 have died, whereas all active sensor nodes are 

alive. Indeed, the inactive sensors have been sacrificed 

to extend the lifespan of active ones. 

 

IV. THE E-EDCH ALGORITHM 
 

The location discussed in Section III requires an 

algorithm that proficiently extends the lifespan of active 

sensors, and the significance of our location observation 

is dependent upon its active nodes. Thus this section 

proposes. 

 

E-EDCHalgorithm: which uses an EDCH clustering 

algorithm and prioritizes extending active sensor nodes 

that observe important parts of the location 

 

The first step uses EDCH: a novel clustering algorithm 

for WSNs [20]. We have chosen EDCH because of its 

uniqueness and efficiency [5].  

 

In clustering algorithms, the part of CHs is very 

important. They gather all sensed events from other 

sensors, perhaps combine them, and send the data to the 

BS base station. Thus their duty might be heavier, and 

their batteries drain faster than others. Using the E-

EDCH algorithm, we aim to give inactive sensor nodes 

a substantial duty task because they are not a priority. 

This would free active sensor nodes from CH duties, 

meaning their batteries could be preserved and used 

only for sensing. 

 In the first step, the EDCH algorithm is implemented. 

Thus, all sensors are assembled into a number of 

clusters, with each cluster having a CH. In the next 

step, all clusters analyze their inner procedures 

individually from the others. Inferring does not require 

synchronizing clusters and can therefore save advanced 

energy. After a small-time, the CH can find its most 

inactive CM because it receives every data from sensors 

in its cluster. Therefore, the most inactive sensor is 

nominated as the CH in the second step. CHs are not 

revolved occasionally through all clusters. Thus each 

CH can remain in its heading role all over its lifetime. 

Once this CH (Cluster Head) is about to run out of 

control, it selects the most inactive CM as the new CH 

(Cluster Head). It can also send all required information 

to the newly nominated CH (Cluster Head). 

The novel CH (Cluster Head) presents itself to all its 

CMs (Cluster Members), informing them of its novel 

role. Other CMs (Cluster Members) do not need to 

register with the novel CH(Cluster Head). Because it 

has received all information concerning them from the 

prior CH, this process can be repetitive for every sensor 

node in all clusters unless everyone dies. The most 

active sensor nodes are nominated final, enabling the 

network to advantage of them as much as likely. 

 

The pseudo-code of the E-EDCH algorithm is obtained 

in Algorithm 1. N sensor nodes, shown by n[0], n[1], ..., 

n[N − 1] are cluster green; the part of each node is clear 

green by its color attribute. Current CHs are shown in 

green color, dead CHs in white, and others are shown in 

black.  

In the first line of Algorithm 1, all sensors gather green 

in smaller clusters using the EDCH algorithm [20]. In 

Lines 2 to 22, if the remaining energy of the CHs is 

equal to or less than their 0.01 of preliminary power; or 

merely the first CH (Cluster Heads) has been nominated 

in all clusters, it catches its less active sensor by using 

Find Less Active Member process, and transfers the CH 

role to this less active node. If the residual energy 

persists, its color attribute changes to white, showing 

dead sensor nodes. 

The novel CH undertakes its novel role and presents 

itself to other sensors in its cluster. In Line 20, the 

Steady-Phase of each footstep is running. 

 

A. Complexity of E-EDCH 

        In this subsection, we consider the complexity 

of the E-EDCH algorithm. 

 

Algorithm 1 E-EDCH Clustering Algorithm 

Step1:   EDCH(); 

Step2:   while (SetCH.Count > 0) do 

Step3:   for (i ∈  SetCH) do 
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Step4:   if (n[i].Energy < 0.01×JN) or (FirstRound == 

true) then 

Step 5:  SetCH.erase(i);. 

Step 6:   if (FirstRound == false) then 

Step 7:   n[i].colour ← White; 

Step 8:   end if 

Step 9:   t ← FindLessActiveMember(i); 

Step 10:  if (t _= −1) then 

Step 11:  SetCH.insert(t); 

Step 12:   n[t].colour ← Green; 

Step 13:   t ← TransferData(i); 

Step 14:   n[t].advertise − message(); 

Step 15:   for (j ∈  Cluster(t)) do 

Step 16:   n[j].receices − message(); 

Step 17:   end for 

Step 18:   end if 

Step 19:   end if 

Step 20:   Steady-Phase(); 

Step 21:   end for 

Step 22:  end while 

Step 23:   STOP 

 

Lemma 1. E-EDCH has O(N2) time complexity in its 

lifetime. 

Proof. The first line of Algorithm 1 illustrates the 

EDCH algorithm, which has a time complexity of O(q) 

per sensor node [11]. C1×q×N illustrates this for the 

network, where C1 is a predetermined number, q is the 

number of CHs (Cluster Heads), and N is the number of 

sensor nodes. 

   As of Lines 2 to the stop, we have q clusters; the 

number of sensor nodes in all clusters is N/q average. 

Finding most inactive sensor nodes in all clusters, 

selecting them, and transferring the information from 

the earlier CH(Cluster Head) to the novel one can be 

completed in a fixed number of commands. Then in 

every cluster, the sum executing commands can be 

shown by C2×(N/q−1) and for every of the network is 

q×C2×(N/q −1) ≤ C2 × N per CH (Cluster Head). 

As we have N/q− 1 CH (Cluster Head) transfer method 

averagely, the entire of executable commands is less 

than C1 × q × N + (N/q−1)×C2 × N/q≤ C1 ×q × N 

+C2 × N2/q. Therefore, the entire time complexity of 

E-EDCH is O(N2) for the network life span. 

 

Lemma 2. E-EDCH has O(N2) message complexity. 

Proof. The primary column of Algorithm 1, running the 

EDCH algorithm, has O(N) message complexity. This 

is illustrated by C1×N, where N is the number of 

sensors [11].  

From Lines 2 to the last part, there are (N/q −1) CH 

(Cluster Head) transfer events: with an average transfer 

method in every cluster. For all CH (Cluster Head) 

transfers, one message is used to transfer every required 

information from the previous CH (Cluster Head) to the 

novel one. Moreover, N/q − 1 messages are used for the 

novel CHs (Cluster Heads)' advertisements. 

Consequently, less than N
2
/q

2
 messages go by through 

every network's set-up phase in its life span. Thus the 

total passing messages for E-EDCH is less than C1 × N 

+ C2 × N
2
/q, and the message complexity of E-EDCH 

is O(N2) for its lifespan. 

 

 

V   PERFORMANCE EVALUATION OF E-

EDCH 
 

In this part, an extensive performance study was 

directed to assess the performance of the E-EDCH by 

the simulation software used in [20] and [11]. The 

performance of E-EDCH is matched in contrast to 

LEACH, HEED, and Novel EDCH algorithms. 

LEACH, HEED, and EDCH are used as suggestion 

lines to evaluate E-EDCH due to the following: 

• LEACH, HEED, and EDCH are renowned clustering 

algorithms for WSNs. 

• All LEACH, HEED, and EDCH algorithms are 

entirely distributed. 

• In all algorithms, every sensor is a CH or joins to 

precisely a single CH. 

• In HEED and EDCH, the possibility that two nearby 

nodes stay elected as CHs, is lesser [20], [10]. 

E-EDCH will be matched with LEACH, HEED, and 

EDCH regarding: 

1) The number of events recognized by the network. 

2) The share of live active sensors to all live sensors 

over the network area. 

The sensors' internal computational measures do not 

consume energy; all of their energy is castoff for 

message passing only. In this study, the energy 

prototype is the same as the one working in [7]. 

Furthermore, if parameter M presents the network edge, 

the base station is 10×M meters away from the 

network's edge. Additionally, the initial energy of every 

sensor is 10 J. 

 

We directed three sets of experiments to match the 

performance of E-EDCH alongside that of LEACH, 

HEED, and EDCH. Every sensor has a haphazard 

activity in the first set: from 0 to 100%. Figures 3 and 4 

indicate the number of recognized events for different 

numbers of nodes for E-EDCH, EDCH, HEED, and 

LEACH. In Figure 3, the network edge is M = 200 

meters once the number of sensors differs from 100 to 

500 nodes all through the networks. In Figure 4, the 

number of sensors is 300 nodes, whereas the network 

edge differs from M = 50 to 200 meters. In both figures, 

the horizontal axis demonstrates the number of sensors 

in the network; and the vertical axis demonstrates the 

number of recognized events for every algorithm. These 

figures show that E-EDCH senses additional events 
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than EDCH, HEED, and LEACH on average by 104.28, 

73.14, and 50.97 percent. 

 

The first set of experiments displays significant over-

performance of E-EDCH when related to EDCH, 

HEED, and LEACH for the number of identified 

events. 

In the second set of experiments, we present the 

fraction of live active nodes to every live sensor node in 

the network. Every sensor node has a random activity 

rate from 0 to 100%, like in the first set of experiments. 

Figures 5 and 6 display the percentage of live active 

sensors to every live sensors node in the network for E-

EDCH, EDCH, HEED, and LEACH algorithms. In this 

set, 200 sensors are divided haphazardly in a 200×200 

square meter network. In Figure 5, we deliberated all 

sensor nodes as an active sensors if their activity rate 

was equivalent to or more than 90%. In contrast, in 

Figure 6, we deliberated all sensors as active if their 

activity rate was equivalent to or more than 50%. In 

both figures, the horizontal axis presents the number of 

deceased sensor nodes; and the vertical axis presents 

the proportion of live active sensor nodes to all live 

sensor nodes. 

The second set of our study establishes that in E-

EDCH, the active sensor nodes be alive, on average, 

longer than the others. On the other hand, in LEACH, 

HEED, and EDCH, particularly in the former, the 

active sensor nodes live, on average, not as long as the 

others. 

 

 
Fig. 3 Number of sensed actions for different numbers of sensor 

nodes for M=200 meters and the sensor node's random activity 

rates. 

 

 

 
Fig. 4 Number of sensed actions for different numbers of network 

edges for N=300 sensor nodes and the sensor node's random 

activity rates. 

 

Finally, in the last set of experiments, we want to 

present the live active and inactive sensor nodes in the 

network for LEACH, HEED, EDCH, and E-EDCH. As 

a result, 100 sensor nodes are divided haphazardly in a 

network range; 56 are active, and sensor nodes 

haphazardly select themselves as active or inactive 

sensor nodes in the network. 

 

 

 
 
Fig. 5 The percentage of live active sensor nodes to all live sensor 

nodes in different numbers of died sensor nodes with random 

activity rates. Sensor nodes are measured as active if their 

activity rate is ≥ 90%. 
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Fig. 6 The percentage of live active sensor nodes to every live 

sensor node in different numbers of died sensor nodes with 

random activity rates. Sensor nodes are considered active if their 

activity rate is ≥ 50%. 

 

Figures 7, 8, 9, and 10 present the leftover nodes after 

50 sensor nodes in the network have deceased. These 

figures show that in LEACH, 20 sensor nodes, HEED 

26 sensors, EDCH 31 sensors, and E-EDCH 47 sensors 

amongst the leftover 50 nodes are active. So this 

experiment approves the first two sets of experiments, 

enlightening that E-EDCH might extend the life span of 

active sensor nodes in the network when related to 

EDCH, HEED, and LEACH. 

 

 

 
 

Fig. 7 Live and died sensor nodes for LEACH algorithm after 

dying of 50 sensor nodes. 20 be alive active, and 30 be alive 

inactive remains in the network. 

 

 
 

Fig. 8 Live and died sensor nodes for HEED algorithm after 

dying of 50 sensor nodes. 26 be alive active, and 24 be alive 

inactive remains in the network. 

 

 
 

Fig. 9 Live and died sensor nodes for EDCH algorithm after 

dying of 50 sensor nodes. 31 be alive active, and 19 be alive 

inactive remains in the network. 

 

VI    CONCLUSION AND FUTURE WORK 
 

    In this application of (wireless sensor network) 

WSNs, the importance of distributed sensors node 

might not be equal due to how close they may or may 

not be too critical areas. In this paper, we projected the 

E-EDCH algorithm for this exacting WSNs, an Event-

detection algorithm that extends the lifetime of active 

sensor nodes by sacrificing inactive sensor nodes. E-

EDCH finds the least active sensor node in every 

cluster and chooses this sensor node as the CH (Cluster 

Head) to free the active sensors node from the heavy 

duties of cluster heading. The projected algorithm has 
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been examined by comparing its effectiveness with 

these clustering algorithms LEACH, HEED, and 

original EDCH algorithms. Our evaluations showed 

that the E-EDCH outperformed the other three 

algorithms quite considerably.  
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